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1. [bookmark: _heading=h.3znysh7]Introducción
El presente documento constituye el manual de usuario del “Semáforo Inteligente Para Peatones”, un sistema diseñado sobre la plataforma Raspberry Pi para gestionar la seguridad vial mediante visión artificial y sensores de proximidad. El objetivo de este proyecto es detectar la presencia de personas y medir la distancia de objetos en tiempo real, ejecutando alertas visuales y sonoras a través de una interfaz de control para facilitar el cruce peatonal de manera automatizada.
Este manual tiene como propósito proporcionar una guía clara y una descripción completa del programa, asegurando que el usuario pueda operar el hardware y el software de forma eficiente. El contenido va dirigido a cualquier persona que requiera utilizar la interfaz mencionada, sea o no alumno de la Universidad de Tarapacá.


2. [bookmark: _heading=h.2et92p0]Concepto de los roles y operaciones
2.1. [bookmark: _heading=h.tyjcwt]Descripción de los roles
	El único rol presente para el uso de esta interfaz es el usuario que responde a la siguiente descripción:
Usuario: Supervisa y gestiona el sistema de monitoreo desde la consola de control, buscando interactuar con los sensores y actuadores para garantizar la seguridad o el control de flujo en un área determinada.

2.2. [bookmark: _heading=h.3dy6vkm]Descripción de las operaciones

· Detección de Presencia: Operación automatizada donde el usuario monitorea el conteo de personas captado por la cámara, permitiendo al sistema tomar decisiones basadas en la ocupación del espacio.
· Medición de Distancia: Uso del sensor ultrasónico para determinar la proximidad de objetos, visualizando en tiempo real los datos de distancia en el shell de la interfaz.
· Gestión de Alertas: El usuario observa e interpreta el cambio de estados en los LEDs (Rojo, Amarillo, Verde) y las señales del zumbador, los cuales se activan según la lógica de "Reducción de tiempo" o proximidad detectada.
· Sincronización de Sensores: El usuario debe asegurar que todos los módulos (cámara, ultrasónico, LEDs) estén correctamente inicializados en la Raspberry Pi para que la interfaz reciba la telemetría sin errores.




[bookmark: _heading=h.q6dxnr7edtf9]
3. [bookmark: _heading=h.jyublz1eyevx]Requerimientos
Para el correcto funcionamiento del robot, es necesario que se cumpla con lo siguiente:
· Software:
· Sistema operativo Raspian (Raspberry Pi, preferiblemente Bullseye, lanzada el 03 de mayo de 2023).
· Intérprete de Python instalado.
· Bibliotecas de visión artificial (OpenCV) y control de GPIO (grovepi).
· Software que pueda ejecutar la interfaz y mostrar el shell. (Recomendación: Thonny IDE o Visual Studio Code).
Hardware:
· Raspberry Pi con Shield de expansión.
· Cámara Raspberry Pi (CSI).
· Sensor Ultrasónico.
· Módulos LED (Rojo, Amarillo, Verde) y Buzzer.
· Computador para acceso remoto o visualización de interfaz.




4. [bookmark: _heading=h.4d34og8]Procedimientos
4.1. [bookmark: _heading=h.2s8eyo1]Instalación
Como primer requisito se tiene la instalación de Python en la Raspberry Pi, en caso de no tenerlo previamente configurado. Para ello se debe asegurar contar con una versión estable de Python 3 que permita la ejecución de las librerías de sensores y visión artificial.
[bookmark: _heading=h.wn8krxaa2791]4.1.1. Obtención del software
Descargar el repositorio que contiene los scripts de control de sensores y el modelo de detección de personas. El archivo debe ser descomprimido en el directorio principal de la Raspberry Pi para facilitar el acceso a los pines GPIO y a la cámara.
[bookmark: _heading=h.ol8q2822uxk3]4.2. Uso del software
Primero, luego de abrir la carpeta del proyecto en un editor de código (como Thonny o VS Code), se debe ejecutar el archivo principal de control de monitoreo.
[bookmark: _heading=h.bqgsnfz8e2b5]4.2.1. Interfaz y Monitoreo
Una vez ejecutado el programa, el usuario debe interactuar con el sistema siguiendo estos pasos observados en el video:
· Activación del sistema: Iniciar el script para habilitar la lectura del sensor ultrasónico y la cámara simultáneamente.
· Monitoreo de Consola: Observar el shell de salida donde se despliegan en tiempo real los valores de "Distancia" y el conteo de "Personas".
· Verificación de Actuadores: Comprobar que los LEDs (verde, amarillo o rojo) y el buzzer respondan automáticamente según la proximidad detectada o el flujo de personas en el área.
· Detección Visual: Asegurarse de que la cámara esté apuntando al área de interés para que el algoritmo de reconocimiento pueda registrar la presencia humana correctamente en la interfaz.

[bookmark: _heading=h.9pzfi5wk8r9n]
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[bookmark: _heading=h.siyr0lj5k3wf]
5. [bookmark: _heading=h.1ksv4uv]Mensaje de error y resolución de problemas
[bookmark: _heading=h.a09ctyye00x1]5.1 Errores
Fallo de comunicación con los sensores: La interfaz no muestra cambios en la "Distancia" o el conteo de "Personas".
Error de inicialización de la cámara: El software se detiene o lanza un error al intentar acceder al flujo de video.
Problemas de conexión remota (SSH/VNC): No es posible conectar el PC con la interfaz de la Raspberry Pi para ejecutar el código.
Error de I2C Bus: El sistema no detecta el Shield GrovePi+, impidiendo la lectura de cualquier módulo conectado.
Latencia o "Lag" en la detección: El conteo de personas se congela o los LEDs tardan en reaccionar ante el sensor ultrasónico.
Lecturas "Fantasma" del Ultrasónico: La distancia salta a valores máximos (ej. 500 cm) de forma errática sin que haya un peatón presente.

[bookmark: _heading=h.6xioydr9qgcm]
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[bookmark: _heading=h.sluoovfvgfic]
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[bookmark: _heading=h.bu3kbda9nxbo]
[bookmark: _heading=h.5sm491ttksw0]

[bookmark: _heading=h.y067x7mzakw1]5.2. Soluciones
Sincronización de Red y Ejecución: Vuelva a abrir el archivo del código. En caso de que el error persista, significa que la Raspberry Pi y el PC utilizado no están conectados a la misma red Wi-Fi; es necesario verificar que ambos dispositivos comparten la misma señal.
· Paso 1: En la configuración de la Raspberry Pi, presione la opción de Network (Red).
· Paso 2: Seleccione la red Wi-Fi disponible que coincida con la de su PC. Si no aparece, presione la opción de buscar (SEARCH) para actualizar la lista. (Nota: Asegúrese de usar bandas de 2.4GHz si su modelo de Raspberry no detecta señal 5G).
· Paso 3: Ingrese la contraseña de red correctamente para establecer el enlace.
· Paso 4: Una vez conectado, podrá ejecutar el software y recibir los datos de los sensores en tiempo real.
Para gestionar el Semáforo Inteligente Para Peatones de forma remota, es indispensable conocer la dirección IP de la Raspberry Pi. Puede visualizarla posicionando el cursor sobre el icono de red en la barra de tareas o ejecutando el comando hostname -I en la terminal. Ingrese estos dígitos en su software de conexión (VNC o SSH) para establecer el enlace entre su PC y el sistema.
En caso de que la interfaz se ejecute pero no se reciba telemetría de la cámara o respuesta en los módulos LED/Buzzer, siga estos pasos:
1. Finalizar ejecución: Detenga el script actual en su editor de código.
2. Revisión de puertos Grove: Compruebe que los módulos estén firmemente conectados a sus respectivos puertos en el GrovePi+. Asegúrese de que el cable flex de la cámara esté bien asentado en el puerto CSI de la Raspberry Pi.
3. Reinicio de lectura: Ejecute el software nuevamente. Esto reiniciará la comunicación entre la Raspberry Pi y el Shield GrovePi, restableciendo el flujo de datos de los sensores y actuadores de forma automática sin necesidad de configurar pines manualmente.







6. [bookmark: _heading=h.z337ya]Referencias
Python: Download Python | Python.org
Documentación Raspberry Pi GPIO: Raspberry Pi Documentation - GPIO and the 40-pin header
Librería OpenCV (Visión Artificial): OpenCV-Python Tutorials
Documentación de Sensores Grove (Seed Studio): Grove - Ultrasonic Distance Sensor
Thonny IDE (Interfaz de desarrollo): Thonny, Python IDE for beginners
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